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POWER CAPI+SNAP+FPGA, 
the powerful combination to accelerate routines 

explained through use cases
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Some SNAP Use cases
Video / Analytics

Å Smart Video surveillance from multiple videos feed

Å 3D video stream from multi-angles videos streams

Å Image search / Object tracking / Scene recreation

Å Multi-jpeg compression

Bank / Finance

Å Risk analysis / Faster trading: Monte Carlo libraries

Å Credit card fraud detection

Å Block chain acceleration

Algorithm acceleration

Å Compression on network path or storage

Å Encryption on the fly to various memory types

Å String match

Machine Learning  / Deep learning

Å Machine learning inference

Å Accelerate frequently used ML / DL algorithm
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GPU

Thousands of tiny CPU using high 
parallelization
Č compute intensive application 

Logic + IOs are customized exactly for the 
application's needs. 
Č Very low and predictable latency applications

2 options

FPGA
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CAPI SNAP Paradigms
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Example : Basic off-load
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Ingress, Egress or Bi -Directional Transform

Example : Compression, Crypto, HFT, Database operations

Data

Actions

CPU
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Classic SW Process
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The CAPI ςSNAP concept

Action X

Action Y

Action Z

CAPI

FPGA

SNAP

Vivado

HLS

CAPI FPGA becomes a peer of the CPU

Č Action directly accesses host memory

SNAP

Manage server threads and actions

Manage access to IOs (memory, network)

Č Action easily accesses resources 

FPGA
Gives on-demand compute capabilities

Gives direct IOs access (storage, network)

Č Action directly accesses external resources 

Vivado

HLS

Compile Action written in C/C++ code

Optimize code to get performance

Č Action code can be ported efficiently

+

+

+

=
Offload/accelerate a C/ C++ code with :

- Quick porting

- Minimum change in code

- Better performance than CPU
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Understand how to offload a server (1/3)

Server

1 CPU

Application

Function

- Direct access to Host memory

Use-case: find the common elements of 2 tables

- 1 TB table is located in host memory

- 1 TB table is located on external disks

- TB of data to ingest through a 

100Gb/s ethernet card

Ą Network + host memory usage

1TB to ingest through a 4x100Gb/s card takes 20.8secs!

Table 3

Table 1

Table 2
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Understand how to offload a server (2/3)

2 Adding a « classic » PCIe FPGA card

Server

Application

Function

- Function is offloaded / accelerated

- Server network resources savings

- Server memory savings

- Need a software driver

Ą CPU + memory usage

Ą adding a level of code complexity

Ą losing direct access to Host memory

- FPGA card is a SLAVE

Č ALL data pushed to the FPGA

Ą High utilization of PCIe BW

Ą data coherency lost

- 1 user / 1 application / 1 function
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Understand how to offload a server (3/3)

Server

3 Adding a « CAPI-enabled » FPGA card

Function

Application

- Function is offloaded / accelerated

- Server network resources savings

- Server memory savings

- CAPP = CAPI Hardware driver

Ą CPU + memory savings

- FPGA card is MASTER

Ą Function accesses only host data needed

Ą coherency of data

ĄAddress translation 

(@action=@application)

- Multiple threads / multiple users can be 

associated to multiple actions
CAPP
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CAPI/OpenCAPI evolution: Increase bandwidth and reduce latency

Core

Core Core Core Core

Core Core Core Core

Core Core Core Core

CAPI2.0

OpenCAPI3.0

CAPI2.0

PCIeGen4x8 @16Gb/s

~14 GB/s measured

est. <555ns total latency

OpenCAPI3.0

BlueLink 25Gb/s 8 lanes

~22GB/s measured

378ns total latency

CAPI1.0

PCIeGen3x8 @8Gb/s

~4GB/s measured

~800ns latency

ñTotal latencyò test on OpenCAPI3.0:

Simple workload created to simulate communication 

between system and attached FPGA

1. Copy 512B from host send buffer to FPGA

2. Host waits for 128 Byte cache injection from FPGA 

and polls for last 8 bytes

3. Reset last 8 bytes

4. Repeat Go TO 1.

P9 Server

Core
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Use cases in development



REGULAR EXPRESSION COMPRESSION

BENCHMARKING

Some Use cases in development

VIDEO PROCESSING


