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Offload?....CAPI
Usecases
Coding?.....SNAP .
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Some SNAP Use cases @) OpenPOWER"

Video / Analytics
A Smart Video surveillance from multiple videos feed

FRAUD|

Q Algorithm acceleration
B A Compression on network path or storage

Machine Learning / Deep learning
A Machine learning inference
A Accelerate frequently used ML / DL algo
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® OpenPOWER"

Thousands of tiny CPU using high Logic + 10s are customized exactly for the

parallelization application's needs.
C compute intensive application C Very low and predictable latency applications
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® OpenPOWER"

Classic SW Process

CPU

October4th, 2018

Memory Transform

Example : Basic off-load

/\

Ingress, Egress or Bi

CPU

Example : Compression, Crypto,

-Directional Transform
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HFT, Database operations

SNAP
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® OpenPOWER"

FPGA becomes a peer of the CPU

C Action directly accesses host memory

Manage server threads and actions

Aoion X SNAP | Manage access to 10s (memory, network)
C Action easily accesses resources

Action Y

Action Z Gives on-demand compute capabilities

Toado (v3ives _direcf[ |Os access (storage, network)

C Action directly accesses external resources
+

Optimize code to get performance

Vi Compile Action written in C/C++ code
ivado
C Action code can be ported efficiently

Offload/accelerate a C/ C++ code with :
- Quick porting

- Minimum change in code

- Better performance than CPU
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® OpenPOWER"

Use-case: find the common elements of 2 tables

- 1 TB table is located in host memory @ CPU

- 1 TB table is located on external disks / \
Server

B
Table 1

©

- Direct access to Host memory

Application
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- TB of data to ingest through a
100Gb/s ethernet card
A Network + host memory usage

1TB to ingest through a 4x100Gb/s card takes 20.8secs!
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® OpenPOWER"

@ Adding a « classic » PCle FPGA card

- Server network resources savings
- Server memory savings

Server
/ _ \ @ - Function is offloaded / accelerated

- Need a software driver

a0
L—' A CPU + memory usage

A adding a level of code complexity

| ) A losing direct access to Host memory
.. - FPGA card is a SLAVE
C ALL data pushed to the FPGA
V A High utilization of PCle BW

' A data coherency lost
A - 1 user /1 application / 1 function
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Understan
d how to offload a server (3/3)

‘OpenPOWE
R

G Addi
Ing a « CAPI-enabled » FPGA card

/ Server \

/

\(EZEM
- B
BONUS:

' %” Necwom’;-‘ - Very small latency
1 _ Very high pandwidth
- Programming the FPGA can be done using basic CIC++
- POWER simulation model to quicker code testing
- Open-Source SNAP framework 10 quicker connections
. Card manufacturer independent
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® OpenPOWER"

Increase bandwidth and reduce latency

~4GB/s measured
~800ns latency ~14 GB/s measured

P9 Ser%
CAPI1.0
PCleGen3x8 @8Gb/s CAPI2.0
PCleGen4x8 @16Gb/s

est. <655ns total latency

CAPI2.0
OpenCAPI3.0

OpenCAPI3.0
BlueLink 25Gb/s 8 lanes
~22GB/s measured

378ns total latency

ATot al |l atencyo test on OpenCRPI
Simple workload created to simulate communication
between system and attached FPGA
1. Copy 512B from host send buffer to FPGA r
2. Host waits for 128 Byte cache injection from FPGA
and polls for last 8 bytes
3. Reset last 8 bytes
4. Repeat Go TO 1.

Octoberd™, 2018 t 2 g S blderentAccelerationProcessointerface(CAPI) 10



® OpenPOWER"
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VIDEO PROCESSING BENCHMARKING

USECASE#06: REGEX MATCHING

The Solution’s implementation

The State of the Art 1 b e il Meaaty —| i
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Regex used widely in network
applications such as network security, &%
bandwidth management, and

2
government surveillance

Multi pipelines for multi packets Regex matching

* Most Regex operators supported + Nondeterministic
Finite Automata(NFA) unit

* Configurable number of multi Regex patternsin parallel

* Throughput from 2GB /s to expected 16GB/s on
OpenCAPI J
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FPGA parollel compute ¢d

I I Iaenc SAquick development ]




