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Overview of XL C/C++ and Fortran Compilers 
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Why compilers? 
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• End-of-technology roadmap 
• Single thread performance   

   “free lunch is over” 

 

• Increased focus on up-stack performance innovation 
• Compiler optimization technology (Dynamic, PDF, ..) 

• Hardware architecture (Transactional Memory, Runtime Instrumentation, 
SIMD, SMT, …) 

• Programming Models (parallel, fit-for-purpose, …) 



Advanced Optimization Technology 

• Full platform exploitation 

• Enable and exploit POWER hardware features  

• Loop transformation 

• Analyze and transform loops to improve performance 

• Automatic SIMDization/Vectorization 

• Convert operations to allow for several calculations to occur simultaneously 

• Parallelization 

• Automatic parallelization and explicit parallelization through OpenMP 

• Optimized Math libraries 

• Scalar MASS library and vector MASSV library tuned for POWER 

• IPA (Inter-Procedural Analysis) 

• Apply optimization techniques to entire programs 

• PDF (Profile-directed feedback) 

• Tune application performance for typical usage scenarios 
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Language standard compliance 

C99 compliance; C11 compliance on Linux on Power, and selected 
features on other platforms 

C++98 compliance; C++11 compliance on Linux on Power, and 
selected features on other platforms 

Fortran 2003 compliance, selected Fortran 2008 and TS29113 
features 

OpenMP 3.1 compliance, selected OpenMP 4.0 features 
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Clang Adoption for Easy Migration 
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The XL C/C++ compiler for the little endian distributions of Linux has 
shipped using the open source Clang front end technology from the 
LLVM compiler infrastructure project since 2014 

 

What does this mean for customers? 

• XL C/C++ uses the same compiler options as GCC 
• Fewer changes to scripts and makefiles to move to XL C/C++ ! 

 

• XL C/C++ has improved source code compatibility with GCC 
• Fewer changes to source code to move to XL C/C++ ! 



Open Source & GCC affinity 
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Performance Tuning with XL compilers and Libraries 

• Identify application hot spots and performance bottleneck 
• Performance tools: perf. Oprofile, gporf, etc. 

• Use XL compiler report to examine compiler optimization 
 -qlistfmt=[xml | html]=inlines  generates inlining information 

 -qlistfmt=[xml | html]=transform  generates loop transformation information 

 -qlistfmt=[xml | html]=data          generates data reorganization information 

 -qlistfmt=[xml | html]=pdf     generates dynamic profiling information 

 -qlistfmt=[xml | html]=all     turns on all optimization content 

 -qlistfmt=[xml | html]=none    turns off all optimization content 

• Tune the performance with XL Compilers 
• Typically start from -O2 or -O3  

• Add high order optimization –qhot for floating-point computation and memory bandwidth intensive workload 

• Add whole program optimization –qipa[=level=0 | 1 | 2] for workloads with a lot of C/C++ small function calls 

• Add –qsmp=omp for OpenMP workloads 

• Use CUDA C/C++ and Fortran for GPU enabled workloads 
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Performance Tuning with XL compilers and Libraries 

• Consider using the highly tuned MASS/MASSV and ESSL libraries 

• Aggressive optimization may affect the results of the program.  -qstrict guarantees identical 
result to noopt, at the expense of optimization. Suboptions allow fine-grain control over this 
guarantee 

Examples: 
-qstrict=precision  Strict FP precision 

-qstrict=exceptions  Strict FP exceptions 

-qstrict=ieeefp  Strict IEEE FP implementation 

-qstrict=nans  Strict general and computation of NANs 

-qstrict=order  Do not modify evaluation order 

-qstrict=vectorprecision Maintain precision over all loop iterations  
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SPEC2006cpu Rate Performance 
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• Power8 is up to 1.4x top 24c Haswell  

• XLC V13.1/XLF V15.1 are 10 to 30% better than GCC 4.9 

POWER S824 



STAC-A2 Performance 
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• Power8 double the performance of Haswell 

• XLC 13.1 is 10% to 20% better than GCC 4.9 
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NAS Performance 
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NAS benchmarks 

Speedup of XL 13.1 and XLF 15.1 over GCC5.2 

• XLC 13 / XLF 15 performs 1.36X better than GCC5.2 
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Prof. István Reguly experimented with 
HPC benchmarks running on Power8. 
After collaboration with IBM research 
and XL compiler teams, he was able to 
show that it is possible to achieve near 
peak performance on the Power 
platform, using XL compilers - 
outperforming competing platforms by 
up to 1.8X, thanks to the huge amount 
of memory bandwidth available.  

The Journey of an HPC Researcher 

eXceptionaL Performance  

on Power Systems 
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eXceptionaL Performance: Oxford e-Research Centre 

István Reguly is a Lecturer at 
PPCU, Hungary. His research focus 
is high performance computing 
(HPC). 

He designs and develops domain 
specific programming methods for 
scientific computing that enable 
the efficient use of modern 
hardware architectures.  

István was previously a Research 
Associate at the Oxford e-
Research Centre, University of 
Oxford 

IBM suggested the use of the 
Power platform, with XL 
compilers, in the research 
activities.  

Prof. Reguly worked with the IBM 
research and XL compiler teams to 
identify some optimization 
challenges and address them.  

The benchmarks show that the 
Power system is really well suited 
for bandwidth-hungry problems, 
such as partial differential 
equation solvers, besting even 
GPU-based solutions, and it is 
competitive on computationally 
intensive benchmarks as well. 
With existing CUDA C, and 
upcoming CUDA Fortran support, 
the XL compilers enable the 
seamless transition of GPU-
enabled applications to the Power 
platform, and let programmers 
efficiently exploit CPU and GPU in 
a collaborative way.  

As a researcher at Oxford e-
Research Centre, István wanted to 
experiment with Power systems 
and performance analysis for 
some popular HPC benchmarks.  

The underlying performance 
infrastructure included 
benchmarks with structured and 
unstructured meshes to measure 
performance for CPU and GPU for 
different platforms. 

The message? The XL compilers make it possible to achieve near peak performance on the 

Power platform, outperforming competing platforms by up to 1.8X 

THE BIG IDEA BACKGROUND TAKING ACTION RESULT! 
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XL C/C++ for Linux (LE) Community 

Edition 

GA: June 17, 2016 

• Free of charge 

• Unlimited license for production use 

• Available for download via IBM developerWorks, or public apt-get, 
yum, and zypper repositories 

• Includes all the core features of XL C/C++ on Linux  



Summary of XL Compilers for OpenPOWER 
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Easy migration 

• C/C++ language standard conformance 

• Full binary compatibility with GCC 

• Option and source compatibility with GCC and Clang 

Industry leading performance 

• Full enablement and exploitation of the latest Power hardware 

• Advanced compiler optimization technologies 

• Optimized math libraries 

• 10 – 30% better than open source compilers for typical workloads 

World class service and support 
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Important Compilers Links 

 XL C/C++ home page 

•http://ibm.biz/xlcpp-linux  

 C/C++/Fortran Community 

•http://ibm.biz/xlcpp-linux-ce  

 XL Fortran home page 

•http://ibm.biz/xlfortran-linux  
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Free e-Books 

 Code optimization with the IBM XL compilers on Power architectures 

•http://www-01.ibm.com/support/docview.wss?uid=swg27005174&aid=1 

 Performance Optimization and Tuning Techniques for IBM Power Systems Processors Including IBM 
POWER8 

•http://www.redbooks.ibm.com/abstracts/sg248171.html 

 Implementing an IBM High-Performance Computing Solution on IBM POWER8 

•http://www.redbooks.ibm.com/abstracts/sg248263.html?Open 
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Installing XL C/C++ and Fortran Compilers 

• Get XL C/C++ and Fortran compilers 
C/C++: http://www.ibm.com/developerworks/downloads/r/xlcpluslinux 

Fortran: http://www.ibm.com/developerworks/downloads/r/xlfortranlinux 

• Run install utility to perform the following tasks:  
• Detects the current architecture (big endian or little endian) 

• Installs all prerequisite software packages (using apt-get, zypper or yum) 

• Installs all compiler packages into the default location, /opt/ibm/ 

• Automatically invokes the xlc_configure utility, which installs the license file and generates the default 
configuration file 

• Creates symbolic links in /usr/bin/ to the compiler invocation commands 

• To use XL C/C++ with the Advance Toolchain, run xlc_configure –at to create xlc_at and xlC_at 

• Free download XL compiler libraries  
http://public.dhe.ibm.com/software/server/POWER/Linux/rte/xlcpp/le/ 
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Compiling Application with XLC and XLF 

• Set up the path for IBM XL compilers 
export PATH=/opt/ibm/xlC/13.1.3/bin:/opt/ibm/xlf/15.1.3/bin:$PATH 

• Check the compiler release and version 
xlc –qversion 

xlC -qversion 

xlf –qversion 

• Compile an application 
xlc for C (add –qlanglvl=stdc11,  –qlanglvl=extc1x to enable C11 )  

xlC for C++ (add –qlanglvl=extended0x to enable C++11) 

xlf, xlf90, xlf95, xlf2003, xlf2008 for Fortran 

• Specify compile options 
• -O3 or -O3 –qhot for floating point computation intensive application 

• -O3 or -O3 –qipa for integer application 

• –qsmp=omp for OpenMP application 
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xlc -qversion 

IBM XL C/C++ for Linux, V13.1.4  

Version: 13.01.0004.0000 



GPU Programming with CUDA C/C++ and XL C/C++ 
• Check CUDA-capable GPU 

lspci | grep -i nvidia 

• Verify Linux version 

uname -m && cat /etc/*release 

• Get and Install CUDA C/C++ and XL C/C++ and Fortran compilers 

CUDA C/C++: https://developer.nvidia.com/cuda-downloads-power8 

XL C/C++: http://www.ibm.com/developerworks/downloads/r/xlcpluslinux 

• Modify host_config.h for XL C/C++ 

Change "!=" to ">=" and remove the irrelevant comment. 

• Set up the path for IBM XL compilers 
export PATH=/opt/ibm/xlC/13.1.3/bin:$PATH 

• Environment Setup 

export PATH=/usr/local/cuda-7.0/bin:$PATH 

export LD_LIBRARY_PATH=/usr/local/cuda-7.0/lib64:$LD_LIBRARY_PATH 

• Compile and run 
nvcc -ccbin xlC -m64 -Xcompiler -O3 -Xcompiler -q64   -Xcompiler -qsmp=omp -gencode arch=compute_20,code=sm_20  -o cudaOpenMP.o -c cudaOpenMP.cu 

nvcc -ccbin xlC  -m64 -Xcompiler -O3 -Xcompiler -q64  -o cudaOpenMP cudaOpenMP.o  -lxlsmp 
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