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The Alpha Data ADM-PCIE-8K5, based on the Xilinx UltraSCALE 

KU115 FPGA, brings new capabilities for application acceleration in 

POWER8/9 using CAPI interfaces. The board is designed to be server 

friendly for large scale datacenter deployment in a low-power, passively 

cooled, low-profile PCIe card format. 

 

OpenPOWER IBM S882LC with Asetek Rack-

CDUTM Direct to Chip Liquid Cooling. Overclock-

ing for the Fastest OpenPOWER Servers 

/ŀǊŘ 

Brocade G620 Gen 6 Fibre Channel switch (32Gbps) 

Provides high scalability in an ultradense, 1U, 64-

port switch to support high-density server virtualiza-

tion, cloud architectures, and flash-based storage en-

vironments. 

BittWareôs XUSP3S is a 3/4-length PCIe x8 card based on the 

Xilinx Virtex or Kintex UltraScale FPGA.  The board offers 

flexible memory configurations supporting up to 64 GBytes of 

memory, sophisticated clocking and timing options, and four 

front panel QSFP cages, each supporting up to 100 Gbps (4Ĭ25) 

ï including 100GbE.  

Brocade VDX6740 Ethernet Fabric switch (10/40Gbps) 

Delivers high performance, reduces congestion with 10/40 

Gigabit Ethernet ports, low latency, 24 MB deep buffers 

and Brocade VCS Technology 

Brocade ICX7750 Ethernet switch (1/10/40 Gbps) 

Provides modular design with expansion slots for 

choice of 1/10/40 Gigabit Ethernet uplinks, offering 

flexible ñpay as you growò scalability {ǿƛǘŎƘ 

{ǿƛǘŎƘ 

Brocade 6510 Gen 5 Fibre Channel switch (16 Gbps) 

Enables fast, easy, cost-effective storage networking scal-

ing to 48 ports support high-density server virtualization, 

cloud architectures, and flash-based storage environments. 

/ƻƻƭƛƴƎ 
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Since 2002, E4 Computer Engineering designs and manufactures hardware solutions 

for HPC and Industrial environments. The E4 OP205 is a 2U 2-socket system built 

on the latest IBM's POWER8 technology and optimized to deliver high performance, 

reliability, scalability, and manageability to run intensive workloads for a number of 

applications (3D rendering, HPC, Oil&Gasé..) 

{ȅǎǘŜƳ 
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IBM prototype CAPI Flash Adapter combines a Xilinx FPGA 

with up to 2TB of Samsung NVMe flash on a single CAPI-

enabled adapter that supports the same open-source software 

interfaces as the larger "IBM Data Engine for NoSQL" allowing 

fast application exploitation in a smaller, in-server form-factor. 

IBM prototype designed for accelerated, in-memory computing de-

livering non-linear performance gains to servers by extending cache-

out curve with 16GB HMC memory, providing cache-level band-

width and FPGA-optimized processing.  CAPI support allows the 

HSA standard to quickly be adopted in server environments. 

/ŀǊŘ 

The Edico Genome DRAGEN is the worldôs first processor designed for 

the ultra-rapid analysis of NGS data. The processor is integrated on a 

PCIe card and available in a pre-configured Power8 server, enabling 

seamless integration into bioinformatics workflows. DRAGEN is able to 

analyze a whole human genome in under 26 minutes, a task that takes 

traditional servers over 30 hours to complete. 

IBM Memory System Innovation FPGA Card 

Memory Technology Innovation card enabling                   

in-system experimentation with new near-memory       

acceleration and prototype benchmarking. 

IBM 2U/2S Power8 Prototype.  It supports up to 

512GB DDR4 memory, 2 NVIDIA K80 or up to 2 

Alpha-Data KU3 CAPI adapters and 12x LFF/SFF 

hot swap drive bays. 

IBM 1U/2S Power8 Prototype   It supports up 512GB 

DDR4 memory, 1 NVIDIA K80 or up to 2 Alpha-

Data KU3 CAPI adapters and 4x LFF/SFF hot swap 

bays. 

The IBM S812LC is a 1-socket 2U system, equipped with up to 10 cores, 

1TB of memory, 115GB/sec memory bandwidth, and up to 14 disk drives. 

The S812LC is a Linux system optimized for workloads that are memory 

and storage rich, such as Spark and Hadoop to provide immediate insights 

with incredible efficiency.  



IDT's  19 inch 1U rack mountable 0.75 Tbps Top of Rack Switch with 38x20 

Gbps ports with 100ns latency features IDTôs RapidIO switching technology.  

The chip technology used in this ToR switch appliance  is used in 100% of 4G 

base station deployments today.   Connectivity to OpenPower Servers is done 

through the RapidIO to PCIe NIC card. The ToR Switch scales up to 4.8 Tbps in 

2U with 50 Gbps port 
{ǿƛǘŎƘ 

Magma ExpressBox 3600-P provides flexibility for High Perfor-

mance Computing (HPC) applications by partitioning the PCIe 

expansion switching into four independent domains that can be 

connected to one, two, three, or four independent hosts. All PCIe 

resources share one common chassis for N+1 redundant power 

and cooling to minimize cost. 9ȄǇŀƴǎƛƻƴ  

Inventecôs First OpenPOWER project targets to provide high-
performance, scalability and flexibility for large Data Center     deploy-

ments and service applications. Using IBM Centaur Memory buffer and 

PLX PEX8725 switch supported 1 IBM P8NVL CPU,   16 DDR4 
DIMMs and 2 nVIDIA P100 SXM2 GPUs. Through NVLINK connects 

CPU and GPUs, and GPUs to bring high computing efficiency. 

Mark III Systems will commercialize the first OpenPOWER-enabled system built to 

the Open Compute Project design specification, which will follow the Barreleye 

server design created by Rackspace, Broadcom, IBM, Ingrasys, Mellanox, Micron, 

and Samsung.  As a long-time IBM Premier Partner, Mark III will also offer value-

added services and expertise to clients to help them plan for, implement, and main-

tain Barreleye within the context of their existing and future technology strategies. {ȅǎǘŜƳ 

INSPUR Allure - 1S or 2S 4U POWER8 

4U2S Rack Server Optimized for New Data Center and 

Big Data Application: Supports 2 IBM OpenPOWER Pro-

cessors, 64 DDR3ð2TB,  12 PCIE Gen3 
{ȅǎǘŜƳ 

The IBM 2-socket 2U Power Systems S822LC for commercial computing and high 

performance computing come similarly configured with up to 20 cores, 1TB of memory 

and 230GB/sec memory bandwidth. The S822LC for high performance computing also 

comes with two integrated NVIDIAÈ TeslaÈ K80 GPU accelerators.  The two S822LC 

variants will offer over 2X performance per core, 40% better price performance and 

more than 2X memory bandwidth compared to x86-based E5-2699 V3 machines.  {ȅǎǘŜƳ 
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Prototype of IBMôs second OpenPOWER                          

high performance computing server with NVLink 

{ȅǎǘŜƳ 

Mellanox ConnectXÈ-4 Single/Dual-Port AdapterðSupporting 100Gb/s with CAPI.  

ConnectX-4 adapter cards with Virtual Protocol Interconnect (VPI), supporting EDR 

100Gb/s InfiniBand and 100Gb/s Ethernet connectivity, provide the highest perfor-

mance and most flexible solution for high-performance, Web 2.0, Cloud, data analyt-

ics, database, and storage platforms.  /ŀǊŘ 


